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Solution to Exercise 4

4.1 “OR”-Proof

a) Intuitively, the idea is that Vic sends Peggy a challenge ¢, and she has to give answers
to two challenges that add up to ¢. This way, Peggy can use the simulator for GI to
prepare for the isomorphism that she does not know. Let S be the simulator for the

GI protocol.
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The proof that this protocol is complete, a proof of knowledge and zero-knowledge is
given in the next subtask for the general case.

b) The desired predicate is Q'((xo, 1), (b, w)) := Q(xp, w), where b € {0,1} indicates for

which instance w is a witness.

In the following, let S be the HVZK simulator for (P,V) and let C be an additive

group.
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COMPLETENESS: The protocol is easily seen to be complete.

PrOOF OF KNOWLEDGE: The protocol is 2-extractable: Fix a first message (to,t1)
and let (co, c1,70,71) and (), ¢y, (), ) be accepting answers for two challenges ¢ # .
Since ¢ # ¢, ¢; # ¢, for at least one i € {0,1}. Since (¢;,¢;, ;) and (t;, ¢, 7)) are two
accepting transcripts for the same first message, the 2-extractability of (P, V') allows
to compute w such that Q(z;,w) = 1. The witness for @’ is thus (i, w).
HONEST-VERIFIER ZERO-KNOWLEDGE: The simulator for the protocol is as following;:
Run the honest-verifier simulator S on both instances x¢ and x1: (g, co,70) < S(20)
and (t1,c1,71) < S(x1). The simulated transcript is ((to,tl), co + c1, (co, 1, ro,rl)).
Observe that since the challenges c¢g and ¢; are uniformly distributed, so is the challenge
¢ = ¢p + c1. Also, if we additionally have that C is polynomially bounded, we have
that the protocol is zero-knowledge.

4.2 Zero-Knowledge Proofs of Knowledge of a Preimage of a Group Homomor-
phism
The protocols are instantiations of the proof of knowledge of a pre-image of a one-way
group homomorphism. That is, for each scenario, one needs to provide a suitable homo-
morphism ¢ between two groups, u and ¢ (for each z), as well as a challenge space C such
that the preconditions of the theorem are satisfied.

a) Let ¢ : Z% x ZF, — 7}, (z,y) — x¢y°2. Then, ¢ is a homomorphism since

(25((33, y) . (.’L'I, y/)) — <z5((xx', yy/)) — (a;a:/)el <yy/)62 — xely@x/ely/ez
= qb(x,y) : ¢(xlvy/)'
Let C C {0,...,e1 + ea — 1} be polynomially bounded. For z € Z7,, let u := (z, z) and
f:=e1 + ey. Then,
1. ¢ is prime, and thus ged(cp — c2,¢) =1 for all ¢1,¢0 € C, and
2. ¢p(u) = (z,2) = 26122 = ze1Fe2 = L,
b) Let ¢ : Z;l — H? (11,29,23,74) = (21,22) = (h*hy', hi*h3*h3t). Clearly, ¢ is a
homomorphism since
¢<($1, L2, L3, x4) + (xllv $/27 mé? xil))
_ (hﬂlc3+afg h;l +z ’ hflc2+x’2 h:254+x§1 hgl +x’1)
= (Bh5" - by hyt RS RS - hi*hy )
= (WP RS h{?hgh5") - (BEh5E, by hs))

= ¢(($1,$2,1’3,1‘4)> ' (b((x&vx/27$é7xﬁl)>



Let C C Zg. For z € H?, let u:= (0,0,0,0) and £ := g. Then,
1. ¢ is prime, and thus ged(c; — ¢, f) =1 for all ¢1, ¢ € C, and
2. ¢(u) = $(0,0,0,0) = (1,1) = 27 = -

COMPLETENESS: The protocol is easily seen to be complete.

PrOOF OF KNOWLEDGE: The protocol is 2-extractable: Fix a first message (¢1,t2)
and let (rq,72) and (r7,75) be accepting answers for two challenges ¢ # /. Since

. . r /

both answers are accepting, this means that hy' = ¢ - 2§, hi? = to - 2§, hy' = t1 - 2§,
r! ’ .

hy? = to - 25, a1y + agry = cb and ajr] + asry = /b. From here, one can obtain

ri—rt _c —c ro—rh —c zo(c—c’ r1—7]
that hy' ' =2{¢ = h‘fl(c ) and hy' 2 =257 = h22( ), Hence, 1 = =% and

ro—rh r1—7}
To = 02—0’2 . AISO, a1T1 +asxro = aq 171
1

c—c'

—(cb—c'b) =b.

ZERO-KNOWLEDGE: We restrict the challenge space to be polynomially bounded.
Then, as seen in the lecture, it is enough to show that the protocol is c-simulatable.
Given a challenge ¢ € C, we can sample a random pair (ri,r2) from S = {(s1,s2) €
Z?I a1s) + azsy = cb}. Then, we assign t; = hi'2; ¢ and t3 = hy?z;, ©. Observe that
the distribution is as in the protocol execution. In the protocol execution (r1,r2) =
(v1,v2) + ¢(x1, 22), where (vi,v9) is a random pair that satisfies ajv1 + agve = 0, and
(r1,x2) is a pair that satisfies ayjx; + agzo = b. Then, the pair (r1,72) is a random
pair that satisfies a1r1 + agro = cb.

/
ro—T
+ a2 /2 —

c—c c—c'

/ /
(@171 + agry — a1y — agry) =

The problem can actually be solved as using the zero-knowledge proof of knowledge
for a preimage of a homomorphism.

Let h be a generator from H (e.g. h = hy), and let us define hg := h% | hy = h%.
Moreover, we define the homomorphism ¢ : Zg — H3,(z1,22) — (h]', k32, h3 hi?).
The goal is to prove knowledge of a preimage of the triple (z1, 22, hb). It is easy to
see that with u := (0,0) and [ := ¢, we have the conditions: ged(c; — ¢2,¢) = 1 for all
c1,¢2 € C, and ¢(u) = ¢(0,0) = (1,1,1) = 27 = ¢



